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Note

Å The following research was performed under the HPC Advisory Council 

activities

ïSpecial thanks for: HP, Mellanox

Å For more information on the supporting vendors solutions please refer to:

ïwww.mellanox.com, http://www.hp.com/go/hpc

Å For more information on the application:

ïhttp://icl.cs.utk.edu/hpcc

http://www.mellanox.com/
http://www.hp.com/go/hpc
http://icl.cs.utk.edu/hpcc
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HPCC

Å HPCC 

ï HPC Challenge is a benchmark suite that measures a range memory access patterns

ï The HPC Challenge benchmark consists of basically 7 tests:

Å HPL - Linpack TPP benchmark which measures the floating point rate of execution for solving a linear system of 

equations

Å DGEMM - measures the floating point rate of execution of double precision real matrix-matrix multiplication

Å STREAM - a simple synthetic benchmark program that measures sustainable memory bandwidth (in GB/s) and the 

corresponding computation rate for simple vector kernel

Å PTRANS (parallel matrix transpose) - exercises the communications where pairs of processors communicate with 

each other simultaneously. It is a useful test of the total communications capacity of the network

Å RandomAccess - measures the rate of integer random updates of memory (GUPS)

Å FFT - measures the floating point rate of execution of double precision complex one-dimensional Discrete Fourier 

Transform (DFT)

Å Communication bandwidth and latency - a set of tests to measure latency and bandwidth of a number of 

simultaneous communication patterns; based on b_eff (effective bandwidth benchmark)
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Objectives

Å The presented research was done to provide best practices

ïHPCC performance benchmarking 

ï Interconnect performance comparisons

ïMPI performance comparison 

ïUnderstanding HPCC communication patterns

Å The presented results will demonstrate 

ïThe scalability of the compute environment to provide nearly linear application scalability
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Test Cluster Configuration

Å HP Proliant XL170r Gen9 32-node (1024-core) cluster

ï Mellanox ConnectX-4 100Gbps EDR InfiniBand Adapters

ï Mellanox Switch-IB SB7700 36-port 100Gb/s EDR InfiniBand Switch

Å HP Proliant XL230a Gen9 32-node (1024-core) cluster

ï Mellanox Connect-IB FDR 56Gbps FDR InfiniBand Adapters

ï Mellanox SwitchX-2 SX6036 36-port 56Gb/s FDR InfiniBand / VPI Ethernet Switch

Å Dual-Socket 16-Core Intel E5-2698v3 @ 2.30 GHz CPUs (BIOS: Maximum Performance, Turbo Off)

Å Memory: 128GB memory, DDR4 2133 MHz

Å OS: RHEL 7.1

Å Tools and Libraries: Intel MPI, Intel Compilers 16.0.0.109

Å Application: HPC Challenge v1.5.0
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Item HP ProLiant XL230a Gen9 Server

Processor Tw o Intel® Xeon® E5-2600 v3 Series, 6/8/10/12/14/16 Cores

Chipset Intel Xeon E5-2600 v3 series

Memory 512 GB (16 x 32 GB) 16 DIMM slots, DDR3 up to DDR4; R-DIMM/LR-DIMM; 2,133 MHz

Max Memory 512 GB

Internal Storage
1 HP Dynamic Smart Array B140i

SATA controller

HP H240 Host Bus Adapter

Netw orking
Netw ork module supporting

various FlexibleLOMs: 1GbE, 10GbE, and/or InfiniBand

Expansion Slots
1 Internal PCIe:

1 PCIe x 16 Gen3, half-height

Ports
Front: (1) Management, (2) 1GbE, (1) Serial, (1) S.U.V port, (2) PCIe, and Internal Micro SD 

card & Active Health

Pow er Supplies
HP 2,400 or 2,650 W Platinum hot-plug pow er supplies 

delivered by HP Apollo 6000 Pow er Shelf

Integrated Management
HP iLO (Firmw are: HP iLO 4)

Option: HP Advanced Power Manager

Additional Features
Shared Pow er & Cooling and up to 8 nodes per 4U chassis, single GPU support, Fusion I/O 

support

Form Factor 10 servers in 5U chassis

HP ProLiant XL230a Gen9 Server
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HPCC Performance ïHPL

Å InfiniBand is the most used interconnect in high performance computing

ï Little loss in efficiency throughout different node/process counts using IB (32 processes = 1 node)

Å Clock speed for running with AVX2 instructions are lower than typical CPU clock

ï For Haswell CPUs, the calculation is at 16 FLOPs per instruction using the AVX2 instruction

ï Typical clock at 2.3GHz for E5-2698v3, but DGEMM uses AVX2 instructions which runs at 1.9GHz

Higher is better
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HPCC Profiling ïHPL

Å MPI communication profile shows that HPL is consisted of:

ï 33% of MPI time (7% Wall time) in 0-byte MPI_Iprobe

ï The rest of the MPI time in MPI_Send and MPI_Recvof various buffer sizes

ï About 20% of overall runtime spent in MPI

Higher is better
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HPCC Performance ïPTRANS

Å EDR InfiniBand outperforms FDR InfiniBand by 68% in PTRANS

68%

Higher is better *http://icl.cs.utk.edu/projectsfiles/hpcc/RandomAccess
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HPCC Profiling ïPTRANS

Å MPI communication profile shows that PTRANS is consisted of:

ï 85% of MPI time (4% Wall time) in 458KB MPI_Sendrecv

ïAbout 4% of overall runtime spent in MPI

Higher is better
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HPCC Performance ïMPI Random Access

Å MPI Random Access showing benefit from additional throughput of EDR IB 

ï Both normal and LCG (Linear Congruential Generator) algorithm showed improvement with EDR

ï The results are reported as GUPs* (Giga UPdates per Second)

ï Up to 33%-39% is seen at 1024 cores / 32 nodes

ï Performance improvement is most demonstrated at scale

Higher is better

39% 33%

*http://icl.cs.utk.edu/projectsfiles/hpcc/RandomAccess
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HPCC Profiling ïMPI Random Access

Å MPI communication profile shows that MPI Random Access is consisted of:

ï 40% of MPI time (20% Wall time) in 0-byte MPI_Waitany

ï 22% of MPI time (12% Wall time) in 0-byte MPI_Wait

ï The rest of the time in MPI_Isend and MPI_Irecvof 32B and 4KB

ï About 51% of overall runtime spent in MPI

ï Both original and LCG algorithm shows almost the same communication patterns

Higher is better
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HPCC Performance ïFFT

Å Up to 80% of improvement is seen at 1024 cores / 32 nodes by using EDR IB over FDR IB

Å MPI FFT measures floating point rate of executionof double precision complex

Higher is better

80%
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HPCC Profiling ïMPI FFT

Å MPI communication profile shows that MPI FFT is consisted of:

ï 74% of MPI time (3% Wall time) in 16KB MPI_Alltoall

ï 25% of MPI time (2% Wall time) in 8-byte MPI_Bcast

ï The 8-byte MPI_Allreduce takes a very small fraction of time

ï About 5% of overall runtime spent in MPI

Higher is better
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HPCC Performance ïCommunication Latency

Å The communication latency is reduced with EDR InfiniBand

ï Random ordered ring latency is reduced by 18% at 1024 cores / 32 nodes

ï Naturally ordered ring latency is reduced by 51% at 1024 cores / 32 nodes

Lower is better

51%

18%
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HPCC Performance ïCommunication Bandwidth

Å EDR IB helps bridging the gap between intra-/inter-node bandwidth

ï The ping-pong bandwidth for 32 processes are within a node

ï Higher bandwidth (for 64+ processes) are seen with InfiniBand, up to 36% higher at 1024 cores

ï Compared to FDR IB, EDR IB is closing the gap for intra-node and inter-node bandwidth

Higher is better

36%




