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Note

Å The following research was performed under the HPC Advisory Council activities

ï Compute resource - HPC Advisory Council Cluster Center

Å The following was done to provide best practices

ï Quantum ESPRESSO performance overview

ï Understanding Quantum ESPRESSO communication patterns

ï Ways to increase Quantum ESPRESSO productivity

Å For more info please refer to 

ï http://www.quantum-espresso.org/

http://www.quantum-espresso.org/
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Quantum ESPRESSO

Å Quantum ESPRESSO

ï Stands for opEn Source Package for Research in Electronic Structure, Simulation, and Optimization

ï An integrated suite of computer codes for

Å electronic structure calculations 

Å materials modeling at the nanoscale

ï Based on

Å Density-functional theory

Å Plane waves

Å Pseudopotentials (both norm conserving and ultrasoft)

Å Open source under the terms of the GNU General Public License
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Objectives

Å The presented research was done to provide best practices

ïQuantum ESPRESSO performance benchmarking

Å MPI Library performance comparison

Å Interconnect performance comparison 

Å CPUs comparison

Å Optimization tuning

Å The presented results will demonstrate 

ïThe scalability of the compute environment/application

ïConsiderations for higher productivity and efficiency
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Test Cluster Configuration

Å Dell PowerEdge R730 32-node (1024-core) ñThorò cluster

ï Dual-Socket 16-Core Intel E5-2697Av4 @ 2.60 GHz CPUs (BIOS: Maximum Performance, Home Snoop )

ï Memory: 256GB memory, DDR4 2400 MHz, Memory Snoop Mode in BIOS sets to Home Snoop

ï OS: RHEL 7.2, MLNX_OFED_LINUX-3.4-2.0.0.0 InfiniBand SW stack

Å Mellanox ConnectX-4 EDR 100Gb/s InfiniBand Adapters

Å Mellanox Switch-IB SB7800 36-port EDR 100Gb/s InfiniBand Switch

Å Intel® Omni-Path Host Fabric Interface (HFI) 100Gb/s Adapter

Å Intel® Omni-Path Edge Switch 100 Series

Å Dell InfiniBand-Based Lustre Storage based on Dell PowerVault MD3460 and Dell PowerVault MD3420

Å MPI: Mellanox HPC-X MPI Toolkit v1.7

Å MPI Profiler: Allinea MAP 6.1.2

Å Application: Quantum ESPRESSO 5.4 with ELPA support

Å Benchmarks: 

ï AUSURF112 - Gold surface (112 atoms) DEISA pw benchmark. electron_maxstep is set to 1 for single step



6

Quantum ESPRESSO Performance ïInput Parameters

Å Tuning the input parameters has a positive impact to scalability and parallelization

ï Up to 48% performance increase at 32 nodes / 1024 cores, for both 28PPN and 32PPN

Å Input parameter changes:

ï -npools 2 -ntg 4 -ndiag 1024 (for 1024 cores)

ï Instructions for Quantum ESPRESSO set up can be found at the HPCAC HPC|Works section

Higher is better

48%48%

17%

23%

http://www.hpcadvisorycouncil.com/subgroups_hpc_works.php
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Quantum ESPRESSO Performance ïMPI Libraries

Å HPC-X delivers higher performance at higher scale

Higher is better

28%

Optimized parameters used
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Quantum ESPRESSO Performance - Collective Offloads

Å Optimized collective operations deliver higher scalability
ïPerformance gain by 12% at 32 nodes when FCA (hcoll) is used 
ïDue to time increase for collective operations at larger core counts
ÅAs seen in MPI profiles: MPI_Allreduce, MPI_Barrier, etc

Higher is better

12%

Optimized parameters used
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Quantum ESPRESSO Performance ïInterconnects

Å EDR InfiniBand enables higher performance at various server PPN

Higher is better

59%28%

Optimized parameters used
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Quantum ESPRESSO Profiling ïAllinea MAP

Å Analysis from Allinea MAP 

indicates heavy time 

utilization in BLAS routine 

at 32 nodes

ïmkl_blas_avx2_zgemm_kernel 

(42%)

ïMPI communications: 

Å MPI_Allreduce (10.5%)

Å MPI_Barrier (7.2%)

Å MPI_Alltoall (7.1%)

Å MPI_Bcast (4.4%)
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Quantum ESPRESSO Profiling ïAllinea Perf. Report

Å Analysis from Allinea Performance Report
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Quantum ESPRESSO Profiling ïAllinea Perf. Report

Å Analysis from Allinea Performance Report
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Quantum ESPRESSO Profiling ïAllinea Perf. Report

Å Analysis from Allinea Performance Report
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Quantum ESPRESSO Summary 

Å Tuning Quantum ESPRESSO for better performance

ï Adjusting input parameters provides 48% higher performance; improve scalability and parallelization

ï Instructions for Quantum ESPRESSO set up can be found at the HPCAC HPC|Works section

ï Optimized collective operations in FCA (hcoll) provides 12% increase in cluster scalability

ï IB demonstrates better utilization of network, partly due to better collectives offload in EDR

Å Network: EDR InfiniBand enables higher performance 

ï 28%-59% performance advantage at 32 nodes / 1024 cores

Å MPI Library: HPC-X delivers higher performance 

ï Up to 28% higher performance at 32 nodes (1024 cores)

Å MPI Profiling from Allinea MAP

ï Analysis from Allinea MAP indicates heavy time utilization in BLAS routine at 32 nodes

Å mkl_blas_avx2_zgemm_kernel (42%)

ï MPI communications: MPI_Allreduce (10.5%), MPI_Barrier (7.2%), MPI_Alltoall (7.1%). MPI_Bcast (4.4%)


