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* Source: Hyperion Research, 2018

The metric for success should be time-to-results
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1.1M vCPUs for machine learning 

A group of researchers 
from Clemson University 
achieved a remarkable 
milestone while studying 
topic modeling, an 
important component of 
machine learning 
associated with natural 
language processing, 
breaking the record for 
creating the largest high-
performance cluster in the 
cloud by using more than 
1,100,000 vCPUs on 
Amazon EC2 Spot 
Instances running in a 
single AWS Region.. 

The graph highlights the 

elastic, automatic 

expansion of resources. 

Clemson took advantage of 

the new per-second billing 

for Amazon EC2 instances. 

The vCPU count usage is 

comparable to the core 

count on the largest 

supercomputers in the 

world. 
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Cost advantages

On-Premises
Capital Expense Model 

Amazon Web Services (AWS)
Pay As You Go Model

ÁUse only what you need

ÁMultiple pricing models

ÁHigh upfront capital cost

ÁHigh cost of ongoing 
support
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RESERVED INSTANCES

ON-DEMAND INSTANCES

Cost Optimization

Spot

Up to 90% savings 

by using excess 

capacity, charged at 

a Spot price that 

fluctuates based on 

supply and demand

For high-scale, time-

flexible workloads

SPOT

RESERVED INSTANCES

ON-DEMAND INSTANCES

SPOT

Conse rva t i v e

Op t im i zed

RESERVED INSTANCES

ON-DEMAND INSTANCES

SPOT

Opt im i zed  w i t h  sca l e -ou t  (m agn i f y  t he  peak )

Reserved

Make a low, one-

time payment and 

receive a significant 

discount on the hour 

charge

For committed 

utilization

On-Demand

Pay for compute 

capacity by the hour, 

with per-second 

billing and no long-

term commitments

For spiky workloads, 

or to define needs
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A virtually unlimited number of architecture and deployment 
options to meet the demands of both your users and your 

applications.

HPC on AWS
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Life Sciences

All Sorts of HPC Workloads in the Cloud

Financial Services Energy & Geo Sciences

Design & 

Engineering

Media & 

Entertainment

Autonomous 

Vehicles
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Compute: Amazon EC2 C5n
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C5n Instances with 100 Gbps Networking

Á¢ƘŜ ŦƛǊǎǘ άƴŜǘǿƻǊƪ ƻǇǘƛƳƛȊŜŘέ ƛƴǎǘŀƴŎŜǎ ƻƴ !²{

ÁIntel Skylake CPUs

ÁNitro System (hypervisor and ENA)

C5n

With EFA
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Launching c5n:
Choose Instance Type

Configure Instance
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Network: Elastic Fabric Adapter
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What is Elastic Fabric Adapter (EFA)

C5n P3dn

EFA
Elastic Fabric Adapter, 

best for large HPC 
workloads 

Scale tightly-coupledHPC applications on 
AWS
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HPC software stack in Amazon Elastic Compute Cloud (Amazon EC2)

Userspace

Kernel

Without EFA With EFA
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What can EFA do?
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{

"LaunchTemplateName": "EFA",

"LaunchTemplateData": {

"CpuOptions": {

"CoreCount": 36,

"ThreadsPerCore": 1

},

"ImageId": "ami-XXXXXXXXXXXXXXXXX",

"Placement": {

"GroupName": "cfdinA"

},

"InstanceType": "c5n.18xlarge",

"NetworkInterfaces": [

{

"DeviceIndex" : 0,

"SubnetId": "subnet-XXXXXXXX",

"InterfaceType" : "efa",

"Groups": [

"sg-b2a50ad6"

]

}

]

}

Step 1: Prepare an EFA-enabled Security Group

Step 2: Launch a Temporary Instance

Step 3: Install EFA Software Components

Step 4: Install your HPC Application

Step 5: Create an EFA-enabled AMI

Step 6: Launch EFA-enabled Instances 

into a Cluster Placement Group

Step 7: Terminate the Temporary Instance

Getting Started with EFA
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Storage: Amazon FSxLustre
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Amazon FSx Lustre

Fully managed third-party file systems optimized for a variety of workloads

Fully managed Cost-effective
High 

performing

Parallel 
distributed 
file system

Massively scalable performance
Å100+ GiB/s throughput
ÅMillions of IOPS
ÅConsistent low latencies
ÅLustre, an open-source parallel file system
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File system throughput and IOPS scale linearly 
with storage capacity

Each terabyte (TB) of storage provides 
200 MB/second of file system throughput

File systems can scale to hundreds 
of GB/s and millions of IOPS
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Seamless integration with Amazon S3

Data stored in Amazon S3 is loaded 

to Amazon FSx for processing

Output of processing 

returned to Amazon S3 for retention

When your workload finishes, simply delete your file system.

Link your Amazon S3 data set to your Amazon FSx for Lustrefile system, thené. 


