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The metric for success should be thtoeresults
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//“Forevenf\\
$1 spenton
HPC,
businesses
see $463 in
incremental
revenues
and $44 in
incremental

\_ profit.” * J

* Source: Hyperion Research, 2018
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1.1M vCPUs for machine learning

The graph highlights the
elastic, automatic
expansion of resources.

Clemson took advantage of
the new per-second billing
for Amazon EC2 instances.

The vCPU count usage is
comparable to the core
count on the largest
supercomputers in the
world.
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EdCLEMSON

1889

A group of researchers
from Clemson University
achieved a remarkable
milestone while studying
topic modeling, an
Important component of
machine learning
associated with natural
language processing,
breaking the record for
creating the largest high-
performance cluster in the
cloud by using more than
1,100,000 vCPUs on
Amazon EC2 Spot
Instances running in a
single AWS Region..
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Cost advantages

On-Premises Amazon Web Services (AWS)
Capital Expense Model Pay As You Go Model
aws
A H|gh Upfront Capital cost A Use 0n|y what you need
A High cost of ongoing A Multiple pricing models
support
aws
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Spot @

Up to 90% savings
by using excess
capacity, charged at
a Spot price that
fluctuates based on
supply and demand

For high-scale, time-
flexible workloads

Am.
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Cost Optimization

Reserved

Make a low, one-
time payment and
receive a significant
discount on the hour
charge

For committed
utilization

v

On-Demand

Pay for compute
capacity by the hour,
with per-second
billing and no long-
term commitments

For spiky workloads,
or to define needs
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Conservative

Optimized

ON-DEMAND INSTANCES

SPOT

RESERVED INSTANCES

ON-DEMAND INSTANCES

SPOT

RESERVED INSTANCES

Optimized with scale-out (magnify the peak)

ON-DEMAND INSTANCES

SPOT

RESERVED INSTANCES
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© 2017, Amazon

HPC on AWS

A virtually unlimited number of architecture and deployment
options to meet the demands of both your users and your
applications.

Web Services, Inc. or its Affiliates. All rights reserved.
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All Sorts of HPC Workloads in the Cloud

Life Sciences Financial Services Energy & Geo Sciences

)
¢

Design & Media & Autonomous
Engineering Entertainment Vehicles
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Compute: Amazon EC2 C5n
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C5n Instances with 100 Gbps Networking

Instance Name vCPUs RAM EBS Bandwidth Network Bandwidth

c5n.large 5.25 GiB Up to 3.5 Gbps Up to 25 Gbps

c5n.xlarge 10.5 GiB Up to 3.5 Gbps Up to 25 Gbps
c5n.2xlarge 21 GiB Up to 3.5 Gbps Up to 25 Gbps
c5n.4xlarge 42 GiB 3.5 Gbps Up to 25 Gbps

c5n.9xlarge 96 GiB 7 Gbps 50 Gbps

c5n.18xlarge 192 GiB 14 Gbps 100 Gbps W”:h = =YAN

ACKS FTANRU aySiug2z2N]
Alntel Skylake CPUs
Intel Xeon Scalable Skylake
SHEESEE ANitro System (hypervisor and ENA)
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_ T pEre———— Choose-instance-Type
I | |
l I n C h I n g C 5 n 1. Choose AMI 2. Choose Instance Type 3. Configure Inst 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review
n

Step 2: Choose an Instance Type

Amazon EC2 provides a wide selection of instance types optimized to fit different use cases. Instances are virtual servers that can run applications, They have varying combinations of GPU, memory, storage, and netwarking ca
resources for your applications. Learn more about instance types and how they can meet your computing needs.

Fiterby: | Compute optimized ~ Current generation ~ Show/Hide Columns
Currently selected: c5n. 18xlarge (278 ECUs, 72 vCPUs, 3 GHz, Intel Xeon Platinum 8124M, 182 GIB memory, EBS only)

EBS-Optimized
Family Type vCPUs (i Memory (GiB) Instance Storage (GB) (i maﬂaﬁ'e'"‘l' Network Performance (i

Compute optimized csnlarge 525 EBS only Yes Up to 25 Gigabit

c5n.18xlarge 72 EBS only

Configure Instance

Sarvices - Resource Graupe %

Placement group  (j ¥ Add instance to placement group

Cheoss AMI 2, Chooss Instance Type 3. Configure Instance s 5 AddTags 6. Configure Securty Group - Placement group name ® Add to existing placement group.

Step 3: Gonfigure Instance Details
Canfigure the instance 1o sult your requirsments. You can launch multiple instances fror 3 ot instances Lo take advantage of Ihe kwer pricy Add to a new placement group.
Number of instances 1 zunh .
placement (cluster)
Purchasing option Facuest Spot nstances
Netwark Vp-442b5d21 | Default (defaut] E
Subnat subnet-d3e8068 | detaun-A | Detautt in naw subnat Elastic Fabric Adapter [ # Enable

8 IP Addresses avaiabie

Auto-assign Public IP

Placement graup « Ad Instance 1o piac For the best performance, we recommend launching EFA-enabled instances into a cluster placement group. In addition, ensure that
Placement graup name . A placement g your EFA-enabled instances are members of a security group that allows all inbound and outbound traffic to itself.

a new placament group.

nH feluster)

Elastc Fabric Adspter Capacity Reservation (j Open *| C Create new Capacity Reservation

Capacity Resarvation ¢ Create new Capacity

1AM role Eczroie © Creats naw

|AM role Ec2Role %) C Create new IAM role

€PU options « Speciy CPU cptiens
Gors count
Thraads per core.

CPU options  (j «# Specify CPU options

Number of vCPUS
Shutdown behavior Core count 36
Enable termination protection - Frooct against acodental terminaton

Threads per core

Number of vCPUs
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Network: Elastic Fabric Adapter
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What is Elastic Fabric Adapter (EFA)

Scaldightly-coupledHPC applications on
AWS

N
(m|[C=] (m]
&
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EFA

Elastic Fabric Adapter,
best for large HPC
workloads

Super-low latency for message
passing

100 Gbps network bandwidth

< 15 micro-seconds network latencies
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HPC software stack in Amazon Elastic Compute Cloud (Amazon ECZ

Without EFA With EFA

Userspace

TCP/IP Stack

ENA Network Driver EFA Kernel Driver
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What can EFA do? &= MNetacomp Technologies

CFD++ Scaling on 24M Cells
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"LaunchTemplateNanie"EFA",
"LaunchTemplateData{
"CpuOptions. {
"CoreCourt 36,
"ThreadsPerCofel

}

"Placement"; {
"GroupNamé: "cfdinA'

h

"InstanceTypé "c5n.18xlarge”,
"Networkinterfaces: [

{

"Devicelndek: 0,

"InterfaceTypé: "efd’,

"sg-b2a50ad6"

]
}

] © 2017, Amazon Web Services, Inc. or its Affiliates. All rights reserved.
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"Imageld: "amiEXXXXXXXXXXXXXXXXX",

Getting Started with EFA

Step 1: Prepare an EFA-enabled Security Group
Step 2: Launch a Temporary Instance
Step 3: Install EFA Software Components
Step 4: Install your HPC Application
Step 5: Create an EFA-enabled AMI
Step 6: Launch EFA-enabled Instances
into a Cluster Placement Group
Step 7: Terminate the Temporary Instance

Security Group: sg-b2a50ad6

Description Inbound OQutbound Tags

Edit

Type (i Protocol (i Port Range (i Destination (i Description (i

All traffic All All 0.0.0.0/0

All traffic All All sg-b2a50ad6 (default)




Storage: AmazokRSxY_ustre
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Amazon FSx Lustre

Fully managed thirgbarty file systems optimized for a variety of workloads

Massively scalable performance

A 100+ GiB/s throughput

A Millions of IOPS

A Consistent low latencies

A Lustre an opensource parallel file system

@ it g &

Fully managed Costeffective
Parallel High
distributed performing
file system
adWs
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File system throughput and IOPS scale linearly
with storage capacity

© &

Each terabyte (TB) of storage provides File systems can scale to hundreds
200 MB/second of file system throughput of GB/s and millions of IOPS
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Seamless integration with Amazon S3

Link your Amazon S3 data set to your Amazon FSx for Lustref i | e syst em,

Data stored in Amazon S3 is loaded
to Amazon FSx for processing o® , :

O
00000000000O0COCGOOCOD ﬂ//’

> XXX

00000000000C0O0COCGOOODS ’:

\..

Output of processing
returned to Amazon S3 for retention

When your workload finishes, simply delete your file system.
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