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High-End Computing (HEC): ExaFlop & ExaByte

100-200

PFlops in 

2016-2018

1 EFlops in 

2020-2024?

10K-20K 

EBytes in 

2016-2018

40K EBytes 

in 2020 ?

ExaFlop & HPC
ω

ExaByte & BigData
ω
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Percentage of Clusters

Number of Clusters

Trends for Commodity Computing Clusters in the Top 500 List 
(http://www.top500.org)

85%
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Drivers of Modern HPC Cluster Architectures

Tianhe ς2 Titan Stampede Tianhe ς1A 

ω Multi-core/many-core technologies

ω Remote Direct Memory Access (RDMA)-enabled networking (InfiniBand and RoCE)

ω Solid State Drives (SSDs), Non-Volatile Random-Access Memory (NVRAM), NVMe-SSD

ω Accelerators (NVIDIA GPGPUs and Intel Xeon Phi)

Accelerators / Coprocessors 
high compute density, high 

performance/watt
>1 TFlop DP on a chip 

High Performance Interconnects -
InfiniBand

<1usec latency, 100Gbps Bandwidth>Multi -core Processors SSD, NVMe-SSD, NVRAM
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ω нор L. /ƭǳǎǘŜǊǎ όпт҈ύ ƛƴ ǘƘŜ bƻǾΩ нлмр ¢ƻǇрлл ƭƛǎǘ  όhttp://www.top500.org)

ω Installations in the Top 50 (21 systems):

Large-scale InfiniBand Installations

462,462 cores (Stampede) at TACC (10th) 76,032 cores (Tsubame 2.5) at Japan/GSIC (25th)

185,344 cores (Pleiades) at NASA/Ames (13th) 194,616 cores (Cascade) at PNNL (27th)

72,800 coresCray CS-Storm in US (15th) 76,032 cores (Makman-2) at SaudiAramco (32nd)

72,800 coresCray CS-Storm in US (16th) 110,400 cores (Pangea) inFrance (33rd)

265,440 cores SGI ICE atTulip Trading Australia (17th) 37,120 cores (Lomonosov-2) at Russia/MSU (35th)

124,200 cores (Topaz) SGI ICE atERDC DSRC in US  (18th) 57,600 cores (SwiftLucy)in US (37th)

72,000 cores (HPC2) in Italy (19th) 55,728 cores (Prometheus) at Poland/Cyfronet (38th)

152,692 cores (Thunder) at AFRL/USA (21st ) 50,544 cores (Occigen) at France/GENCI-CINES (43rd)

147,456 cores (SuperMUC) in  Germany (22nd) 76,896 cores (Salomon) SGI ICE in CzechRepublic (47th)

86,016 cores (SuperMUC Phase 2) in  Germany (24th) and many more!

http://www.top500.org/
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Towards Exascale System (Today and Target)

Systems 2016
Tianhe-2

2020-2024 Difference
Today & Exascale

Systempeak 55 PFlop/s 1 EFlop/s ~20x

Power 18 MW
(3Gflops/W)

~20 MW
(50Gflops/W)

O(1)
~15x

System memory 1.4 PB
(1.024PB CPU + 0.384PB CoP)

32 ς64 PB ~50X

Node performance 3.43TF/s
(0.4CPU + 3 CoP)

1.2 or 15 TF O(1)

Node concurrency 24core CPU + 
171 cores CoP

O(1k) or O(10k) ~5x - ~50x

Total node interconnect BW 6.36 GB/s 200 ς400 GB/s ~40x -~60x

System size (nodes) 16,000 O(100,000)or O(1M) ~6x- ~60x

Total concurrency 3.12M
12.48M threads (4 /core)

O(billion) 
for latency hiding

~100x

MTTI Few/day Many/day O(?)

Courtesy: Prof. Jack Dongarra 
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ω Scientific Computing

ς Message Passing Interface (MPI), including MPI + OpenMP, is the Dominant 

Programming Model 

ς Many discussions towards Partitioned Global Address Space (PGAS) 

ω UPC, OpenSHMEM, CAF, etc.

ς Hybrid Programming: MPI + PGAS (OpenSHMEM, UPC) 

ω Big Data/Enterprise/Commercial Computing

ς Focuses on large data and data analysis

ς Hadoop (HDFS, HBase, MapReduce) 

ς Spark is emerging for in-memory computing

ς Memcached is also used for Web 2.0 

Two Major Categories of Applications
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Parallel Programming Models Overview

P1 P2 P3

Shared Memory

P1 P2 P3

Memory Memory Memory

P1 P2 P3

Memory Memory Memory

Logical shared memory

Shared Memory Model

SHMEM,DSM

Distributed Memory Model 

MPI (Message Passing Interface)

Partitioned Global Address Space (PGAS)

Global Arrays, UPC, Chapel, X10, CAF,Χ

ω Programming models provide abstract machine models

ω Models can be mapped on different types of systems

ς e.g. Distributed Shared Memory (DSM), MPI within a node, etc.

ω PGAS models and Hybrid MPI+PGAS models are gradually receiving 

importance
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Partitioned Global Address Space (PGAS) Models

Å Key features

- Simple shared memory abstractions 

- Light weight one-sided communication 

- Easier to express irregular communication

Å Different approaches to PGAS

- Languages 

Å Unified Parallel C (UPC)

Å Co-Array Fortran (CAF)

Å X10

Å Chapel

- Libraries

Å OpenSHMEM

Å Global Arrays
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Hybrid (MPI+PGAS) Programming

ω Application sub-kernels can be re-written in MPI/PGAS based on communication 

characteristics

ω Benefits:

ς Best of Distributed Computing Model

ς Best of Shared Memory Computing Model

ω Exascale Roadmap*: 

ς άIȅōǊƛŘ tǊƻƎǊŀƳƳƛƴƎ ƛǎ ŀ ǇǊŀŎǘƛŎŀƭ ǿŀȅ ǘƻ

ǇǊƻƎǊŀƳ ŜȄŀǎŎŀƭŜ ǎȅǎǘŜƳǎέ

* The International Exascale Software Roadmap, Dongarra, J., Beckman, P. et al., Volume 25, Number 1, 2011, 
International Journal of High Performance Computer Applications, ISSN 1094-3420

Kernel 1
MPI

Kernel 2
MPI

Kernel 3
MPI

Kernel N
MPI

HPC Application

Kernel 2
PGAS

Kernel N
PGAS
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Designing Communication Libraries for Multi-Petaflop and 
Exaflop Systems: Challenges 

Programming Models
MPI, PGAS (UPC, Global Arrays, OpenSHMEM), CUDA, OpenMP, 
OpenACC, Cilk, Hadoop (MapReduce), Spark (RDD, DAG), etc.

Application Kernels/Applications

Networking Technologies
(InfiniBand, 40/100GigE, 

Aries, and OmniPath)

Multi/Many -core
Architectures

Accelerators
(NVIDIA and MIC)

Middleware

Co-Design 

Opportunities 

and 

Challenges 

across Various 

Layers

Performance

Scalability

Fault-

Resilience

Communication Library or Runtime for ProgrammingModels

Point-to-point 

Communication

Collective 

Communication

Energy-

Awareness

Synchronization 

and Locks

I/O and

File Systems

Fault

Tolerance



HPCAC-{ǘŀƴŦƻǊŘ όCŜō Ψмсύ 12Network Based Computing Laboratory

ω Scalability for million to billion processors
ς Support for highly-efficient inter-node and intra-node communication (both two-sided and one-sided)

ς Scalable job start-up

ω Scalable Collective communication
ς Offload

ς Non-blocking

ς Topology-aware

ω Balancing intra-node and inter-node communication for next generation nodes (128-1024 cores)
ς Multiple end-points per node

ω Support for efficient multi-threading

ω Integrated Support for GPGPUs and Accelerators

ω Fault-tolerance/resiliency

ω QoS support for communication and I/O

ω Support for Hybrid MPI+PGAS programming (MPI + OpenMP, MPI + UPC, MPI + OpenSHMEM, 
/!CΣ Χύ

ω Virtualization 

ω Energy-Awareness

Broad Challenges in Designing  Communication Libraries for (MPI+X) at 
Exascale
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ω Extreme Low Memory Footprint
ς Memory per core continues to decrease

ω D-L-A Framework

ςDiscover

ω Overall network topology (fat-ǘǊŜŜΣ о5Σ ΧύΣ bŜǘǿƻǊƪ ǘƻǇƻƭƻƎȅ ŦƻǊ ǇǊƻŎŜǎǎŜǎ ŦƻǊ ŀ ƎƛǾŜƴ Ƨƻō

ω Node architecture, Health of network and node

ςLearn

ω Impact on performance and scalability

ω Potential for failure

ςAdapt

ω Internal protocols and algorithms

ω Process mapping

ω Fault-tolerance solutions 

ς Low overhead techniques while delivering performance, scalability and fault-tolerance

Additional Challenges for Designing Exascale Software Libraries 
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Overview of the MVAPICH2 Project
ω High Performance open-source MPI Library for InfiniBand, 10-40Gig/iWARP, and RDMA over Converged Enhanced Ethernet (RoCE)

ς MVAPICH (MPI-1), MVAPICH2 (MPI-2.2 and MPI-3.0), Available since 2002

ς MVAPICH2-X (MPI + PGAS), Available since 2011

ς Support for GPGPUs  (MVAPICH2-GDR) and MIC (MVAPICH2-MIC), Available since 2014

ς Support for Virtualization (MVAPICH2-Virt), Available since 2015

ς Support for Energy-Awareness (MVAPICH2-EA), Available since 2015

ς Used by more than 2,525 organizationsin 77 countries

ς More than 351,000 (> 0.35 million) downloads from the OSU site directly

ς 9ƳǇƻǿŜǊƛƴƎ Ƴŀƴȅ ¢htрлл ŎƭǳǎǘŜǊǎ όbƻǾ Ψмр ǊŀƴƪƛƴƎύ

ω 10th ranked 519,640-core cluster (Stampede) at  TACC

ω 13th ranked 185,344-core cluster (Pleiades) at NASA

ω 25th ranked 76,032-core cluster (Tsubame 2.5) at Tokyo Institute of Technology and many others

ς Available with software stacks of many vendors and Linux Distros (RedHat and SuSE)

ς http://mvapich.cse.ohio-state.edu

ω Empowering Top500 systems for over a decade

ς System-X from Virginia Tech (3rd in Nov 2003, 2,200 processors, 12.25 TFlops) ->

ς Stampede at TACC (10th in bƻǾΩмр, 519,640 cores, 5.168 Plops)

http://mvapich.cse.ohio-state.edu/
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MVAPICH2 Architecture

High Performance Parallel Programming Models

Message Passing Interface
(MPI)

PGAS
(UPC, OpenSHMEM, CAF, UPC++*)

Hybrid --- MPI + X
(MPI + PGAS + OpenMP/Cilk)

High Performance and Scalable Communication Runtime

Diverse APIs and Mechanisms

Point-to-

point 

Primitives

Collectives 

Algorithms

Energy-

Awareness

Remote 

Memory 

Access

I/O and

File Systems

Fault

Tolerance
Virtualization

Active 

Messages
Job Startup

Introspection 

& Analysis

Support for Modern Networking Technology
(InfiniBand, iWARP, RoCE, OmniPath)

Support for Modern Multi-/Many-core Architectures
(Intel-Xeon, OpenPower*, Xeon-Phi (MIC, KNL*), NVIDIA GPGPU)

Transport Protocols Modern Features

RC XRC UD DC UMR ODP*
SR-

IOV

Multi 

Rail

Transport Mechanisms

Shared 

Memory
CMA IVSHMEM

Modern Features

MCDRAM* NVLink* CAPI*

* - Upcoming

mailto:panda@cse.ohio-state.edu


HPCAC-{ǘŀƴŦƻǊŘ όCŜō Ψмсύ 16Network Based Computing Laboratory

ω Scalability for million to billion processors
ς Support for highly-efficient inter-node and intra-node communication (both two-sided and one-sided 

RMA)

ς Support for advanced IB mechanisms (UMR and ODP)

ς Extremely minimal memory footprint

ς Scalable job start-up

ω Collective communication

ω Integrated Support for GPGPUs

ω Integrated Support for MICs

ω Unified Runtime for Hybrid MPI+PGAS programming (MPI + OpenSHMEM, MPI + 
¦t/Σ /!CΣ Χύ 

ω Virtualization

ω Energy-Awareness 

ω InfiniBand Network Analysis and Monitoring (INAM)

Overview of A Few Challenges being Addressed by the MVAPICH2 
Project for Exascale



HPCAC-{ǘŀƴŦƻǊŘ όCŜō Ψмсύ 17Network Based Computing Laboratory

One-way Latency: MPI over IB with MVAPICH2
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Bandwidth: MPI over IB with MVAPICH2
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ω Introduced by Mellanox to support direct local and remote noncontiguous 

memory access

ς Avoid packing at sender and unpacking at receiver 

ω Available with MVAPICH2-X 2.2b

User-mode Memory Registration (UMR)
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Connect-IB (54 Gbps): 2.8 GHz Dual Ten-core (IvyBridge) Intel PCI Gen3 with Mellanox IB FDR switch

M. Li, H. Subramoni, K. Hamidouche, X. Lu and D. K. Panda, High Performance MPI Datatype Support with 

User-mode Memory Registration: Challenges, Designs and Benefits, CLUSTER, 2015
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ω Introduced by Mellanox to support direct remote memory access without pinning

ω Memory regions paged in/out dynamically by the HCA/OS

ω Size of registered buffers can be larger than physical memory 

ω Will be available in upcoming MVAPICH2-X 2.2 RC1

On-Demand Paging (ODP)

Connect-IB (54 Gbps): 2.6 GHz Dual Octa-core (SandyBridge) Intel PCI Gen3 with Mellanox IB FDR switch
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Minimizing Memory Footprint by Direct Connect (DC) Transport
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ω Constant connection cost (One QP for any peer)

ω Full Feature Set (RDMA, Atomics etc)

ω Separate objects for send (DCInitiator) and receive (DC 
Target)

ς 5/ ¢ŀǊƎŜǘ ƛŘŜƴǘƛŦƛŜŘ ōȅ ά5/¢ bǳƳōŜǊέ

ς Messages routed with (DCT Number, LID)

ς wŜǉǳƛǊŜǎ ǎŀƳŜ ά5/ YŜȅέ ǘƻ ŜƴŀōƭŜ ŎƻƳƳǳƴƛŎŀǘƛƻƴ

ω Available since MVAPICH2-X 2.2a 
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H. Subramoni, K. Hamidouche, A. Venkatesh, S. Chakraborty and D. K. Panda, Designing MPI Library with Dynamic Connected Transport (DCT) 

ƻŦ LƴŦƛƴƛ.ŀƴŘ Υ 9ŀǊƭȅ 9ȄǇŜǊƛŜƴŎŜǎΦ L999 LƴǘŜǊƴŀǘƛƻƴŀƭ {ǳǇŜǊŎƻƳǇǳǘƛƴƎ /ƻƴŦŜǊŜƴŎŜ όL{/ Ωмпύ
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ωNear-constant MPI and OpenSHMEM 

initialization time at any process count

ω10x and 30x improvementin startup time 

of  MPI and OpenSHMEM respectively at 

16,384 processes

ωMemory consumption reducedfor 

remote endpoint information by 

O(processes per node)

ω1GB Memory saved per node with 1M 

processes and 16 processes per node

Towards High Performance and Scalable Startup at Exascale

P M
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On-demand 
Connection

On-demand Connection Management for OpenSHMEM and OpenSHMEM+MPI.S. Chakraborty, H. Subramoni, J. Perkins, A. A. Awan, and D K 

Panda, 20th International Workshop on High-level Parallel Programming Models and Supportive 9ƴǾƛǊƻƴƳŜƴǘǎ όILt{ Ωмрύ

PMI Extensions for Scalable MPI Startup.S. Chakraborty, H. Subramoni, A. Moody, J. Perkins, M. Arnold, and D K Panda, Proceedings of the 21st 

European MPI Users' Group aŜŜǘƛƴƎ ό9ǳǊƻatLκ!ǎƛŀ Ωмпύ

Non-blocking PMI Extensions for Fast MPI Startup. S. Chakraborty, H. Subramoni, A. Moody, A. Venkatesh, J. Perkins, and D K Panda, 15th 

IEEE/ACM International Symposium on Cluster, Cloud and Grid /ƻƳǇǳǘƛƴƎ ό//DǊƛŘ Ωмрύ

SHMEMPMI ςShared Memory based PMI for Improved Performance and Scalability.S. Chakraborty, H. Subramoni, J. Perkins, and D K Panda, 16th 

IEEE/ACM International Symposium on Cluster, Cloud and Grid /ƻƳǇǳǘƛƴƎ ό//DǊƛŘ Ωмсύ , Accepted for Publication
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c d
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ω SHMEMPMI allows MPI processes to directly read remote endpoint (EP) information from the process 

manager through shared memory segments

ω Only a single copy per node - O(processes per node) reductionin memory usage 

ω Estimated savings of 1GB per nodewith 1 million processes and 16 processes per node

ω Up to 1,000 times faster PMI Getscompared to default design. Will be available in MVAPICH2 2.2RC1.

Process Management Interface over Shared Memory (SHMEMPMI)

TACC Stampede - Connect-IB (54 Gbps): 2.6 GHz Quad Octa-core (SandyBridge) Intel PCI Gen3 with Mellanox IB FDR
SHMEMPMI ςShared Memory Based PMI for Performance and Scalability S. Chakraborty, H. Subramoni, J. Perkins, and D.K. Panda,

16th IEEE/ACM International Symposium on Cluster, Cloud and Grid /ƻƳǇǳǘƛƴƎ ό//DǊƛŘ ΨмсύΣ Accepted for publication
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ω Scalability for million to billion processors

ω Collective communication
ς Offload and Non-blocking

ς Topology-aware

ω Integrated Support for GPGPUs

ω Integrated Support for MICs

ω Unified Runtime for Hybrid MPI+PGAS programming (MPI + OpenSHMEM, 
atL Ҍ ¦t/Σ /!CΣ Χύ

ω Virtualization

ω Energy-Awareness

ω InfiniBand Network Analysis and Monitoring (INAM)

Overview of A Few Challenges being Addressed by the MVAPICH2 
Project for Exascale
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Modified  HPL with Offload-Bcast does up to 4.5% better than default 
version (512 Processes)
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Co-Design with MPI-3 Non-Blocking Collectives and Collective Offload Co-Direct 
Hardware (Available since MVAPICH2-X 2.2a)

Modified  P3DFFT with Offload-Alltoall does up to 17% better than 
default version (128 Processes)

K. Kandalla, et. al.. High-Performance and Scalable Non-Blocking All-to-All 

with Collective Offload on InfiniBand Clusters: A Study with Parallel 3D FFT, 

ISC 2011

17%
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HPL Problem Size (N) as % of Total Memory

4.5%

Modified  Pre-Conjugate Gradient Solver with Offload-Allreduce 
does up to 21.8% better than default version

K. Kandalla, et. al, Designing Non-blocking Broadcast with Collective Offload on 

InfiniBand Clusters: A Case Study with HPL, HotI 2011

K. Kandalla, et. al., Designing Non-blocking Allreduce with Collective Offload on 
InfiniBand Clusters: A Case Study with Conjugate Gradient {ƻƭǾŜǊǎΣ Lt5t{ Ωмн

21.8%

Can Network-Offload based Non-Blocking Neighborhood MPI Collectives 
Improve Communication Overheads of Irregular Graph Algorithms? K. Kandalla, 
A. Buluc, H. Subramoni, K. Tomko, J. Vienne, L. Oliker, and D. K. tŀƴŘŀΣ L²t!t{Ω 
12
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Network-Topology-Aware Placement of Processes
ÅCan we design a highly scalable network topology detection service for IB?

ÅHow do we design the MPI communication library in a network-topology-aware manner to efficiently leverage the topology information 
generated by our service?

ÅWhat are the potential benefits of using a network-topology-aware MPI library on the performance of parallel scientific applications?

Overall performance and Split up of physical communication for MILC on Ranger

Performance for varying
system sizes Default for 2048 core run Topo-Aware for 2048 core run

15%

H. Subramoni, S. Potluri, K. Kandalla, B. Barth, J. Vienne, J. Keasler, K. Tomko, K. Schulz, A. Moody, and D. K. Panda, Design of a Scalable InfiniBand 

Topology Service to Enable Network-Topology-Aware Placement of Processes, SC'12 . BEST  Paper and BEST STUDENT Paper Finalist

ÅReduce network topology discovery time from O(N2
hosts) to O(Nhosts)

Å15% improvement in MILC execution time @ 2048 cores

Å15% improvement in Hypre execution time @ 1024 cores
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ω Scalability for million to billion processors

ω Collective communication

ω Integrated Support for GPGPUs
ς CUDA-Aware MPI

ς GPUDirect RDMA (GDR) Support

ς CUDA-aware Non-blocking Collectives

ς Support for Managed Memory

ς Efficient datatype Processing

ω Integrated Support for MICs

ω Unified Runtime for Hybrid MPI+PGAS programming (MPI + OpenSHMEM, MPI + 
¦t/Σ /!CΣ Χύ

ω Virtualization

ω Energy-Awareness 

ω InfiniBand Network Analysis and Monitoring (INAM)

Overview of A Few Challenges being Addressed by the MVAPICH2 
Project for Exascale
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PCIe

GPU

CPU

NIC

Switch

At Sender: 

cudaMemcpy(s_hostbuf, s_devbuf, . . .);

MPI_Send(s_hostbuf, size, . . .);

At Receiver:

MPI_Recv(r_hostbuf, size, . . .);

cudaMemcpy(r_devbuf, r_hostbuf, . . .);

ÅData movement in applications with standard MPI and CUDA interfaces 

High Productivity and Low Performance

MPI + CUDA - Naive
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PCIe

GPU

CPU

NIC

Switch

At Sender:
for (j = 0; j < pipeline_len; j++) 

cudaMemcpyAsync(s_hostbuf + j * blk, s_devbuf + j * blksz, é);

for (j = 0; j < pipeline_len; j++) {

while (result != cudaSucess) {

result = cudaStreamQuery(é);

if(j > 0) MPI_Test(é);

} 

MPI_Isend(s_hostbuf + j * block_sz, blksz . . .);

}

MPI_Waitall();

<<Similar at receiver>>

ω Pipelining at user level with non-blocking MPI and CUDA interfaces

Low Productivity and High Performance

MPI + CUDA - Advanced



HPCAC-{ǘŀƴŦƻǊŘ όCŜō Ψмсύ 31Network Based Computing Laboratory

At Sender:

At Receiver:

MPI_Recv(r_devbuf, size, é);

inside

MVAPICH2

ω Standard MPI interfaces used for unified data movement

ω Takes advantage of Unified Virtual Addressing (>= CUDA 4.0) 

ω Overlaps data movement from GPU with RDMA transfers 

High Performance and High Productivity

MPI_Send(s_devbuf, size, é);

GPU-Aware MPI Library: MVAPICH2-GPU 
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ωOFED with support for GPUDirect RDMA is 

developed by NVIDIA and Mellanox

ωOSU has a design of MVAPICH2 using 

GPUDirect RDMA

ς Hybrid design using GPU-Direct RDMA

ω GPUDirect RDMA and Host-based pipelining

ω Alleviates P2P bandwidth bottlenecks on SandyBridge and 

IvyBridge

ς Support for communication using multi-rail

ς Support for Mellanox Connect-IB and ConnectX VPI adapters

ς Support for RoCE with Mellanox ConnectX VPI adapters

GPU-Direct RDMA (GDR) with CUDA 

IB 
Adapter

System
Memory

GPU
Memory

GPU

CPU

Chipset

P2P write: 5.2 GB/s

P2P read: < 1.0 GB/s 

SNB E5-2670

P2P write: 6.4 GB/s

P2P read:  3.5 GB/s 

IVB E5-2680V2

SNB E5-2670 /

IVB E5-2680V2
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CUDA-Aware MPI: MVAPICH2-GDR 1.8-2.2 Releases

ωSupport for MPI communication from NVIDIA GPU device memory

ωHigh performance RDMA-based inter-node point-to-point 
communication (GPU-GPU, GPU-Host and Host-GPU)

ω High performance intra-node point-to-point communication for multi-
GPU adapters/node (GPU-GPU, GPU-Host and Host-GPU)

ωTaking advantage of CUDA IPC (available since CUDA 4.1) in intra-node 
communication for multiple GPU adapters/node

ωOptimized and tuned collectives for GPU device buffers

ωMPI datatype support for point-to-point and collective communication 
from GPU device buffers
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MVAPICH2-GDR-2.2b
Intel Ivy Bridge (E5-2680 v2) node - 20 cores

NVIDIA Tesla K40c GPU
Mellanox Connect-IB Dual-FDR HCA

CUDA 7
Mellanox OFED 2.4 with GPU-Direct-RDMA

10x

2X

11x

2x

Performance of MVAPICH2-GPU with GPU-Direct RDMA (GDR) 
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Å Platform: Wilkes (Intel Ivy Bridge + NVIDIA Tesla K20c + Mellanox Connect-IB)

Å HoomdBlue Version 1.0.5 

Å GDRCOPY enabled: MV2_USE_CUDA=1 MV2_IBA_HCA=mlx5_0 MV2_IBA_EAGER_THRESHOLD=32768 

MV2_VBUF_TOTAL_SIZE=32768 MV2_USE_GPUDIRECT_LOOPBACK_LIMIT=32768 

MV2_USE_GPUDIRECT_GDRCOPY=1 MV2_USE_GPUDIRECT_GDRCOPY_LIMIT=16384

Application-Level Evaluation (HOOMD-blue)
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