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Introduction to Big Data Applications and Analytics
w Big Datehas become the one of the most
important elements of businesmalytics

w Provides groundbreaking opportunities for
enterprise information management and
decision making

are capturing and digitizing more informatio
than ever

w The amount of data is exploding; companie e
‘,-' Vil A 'V?

facebook

w The rate of information growth appears to be
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Data Generation in Internet Services and Applications

w Webpagegcontent, graph = “
w Clickqad, page, socigl f I I c k r (y:e I p’d V: )
w Users(OpenlD, FBonnect, etc.)
w e-mails (Hotmail, Y!Maifzmalil, etc.) v . "
w Photos Movies (Flickr, YouTub¥ideo, etc.) GO Ug [6 l! 4!] YO u Tu h e
w Cookied tracking info (see Ghosteyy Apps available on native e
. app store (thousands)
W Installedapps (Androidnarket, App Store, etk
. . 1200 — ANDROID
w Location(Latitude, Loopt, Foursquared, Goofjlew, etc.)
w  Usergenerated content (Wikipedia &0, etc.) o .
w  Ads(display, text, DoubleClickahoo, etc.) e . . ios
) Comments (Discuss, Facebook, etc.) oo = Blackberry
= Windows Phone
w ReviewqYelp, Mlocal, etc.) At
w Sociakonnections (Linkedlisacebook, etc.)
LA s - . 200
®  PurchasRSOA & A 2 yAnazonhefc) b A E = —
w InstantMessages (YIM, Skygetalk, etc.) R o PRy o PPSRPSRON o PR
. 2008 2009 2010 2011 2012 2013
w Searchterms (GoogleBing, etc.)
®  Newsarticles (BBC, NYTimesN¥Wws, etc.) Number of Apps in the Apple App Store, Android Market, Blackberry,
w Blogposts (Tumblr\Wordpress, etc.) and W'“O_'OWS Phone (2013)
Microbloas( Twitter. Jaik . A AndroidMarket: <1200K
w icroblogs(Twitter, JaikuMeme, etc.) A Apple App Store1000K
w Linksharing (Facebook, Deliciol&)zz, etc.) Courtesy http://dazeinfo.com/2014/07/10/apple -inc-aaptios-googleinc-goog

android-growth-mobile-ecosystem2014/
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Not Only in Internet ServicesBig Data in Scientific Domains

w Scientific Data Management, Analysiad Visualization

w Applications examples
¢ Climatemodeling
Combustion

C
¢ Fusion
¢ Astrophysics
C

Bioinformatics

w Data Intensive Tasks

Runs largescale simulations osupercomputers
Dump data on paralledtorage systems
Collectexperimental / observationalata

Move experimental / observational data to analysites

NDH N N N N

Visual analyticg help understand dataisually
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Typical Solutions or Architectures if@ig DataAnalytics

http:// hadoop.apache.org

: http://spark-project.org

w Storm:http://storm -project.net

¢ A distributed reatime computationsystemfor reaktime analytics, online machine learning, continuous
computation, etc.

w S4:http://lincubator.apache.orgs4

¢ A distributed system for processiegntinuous unbounded streams déta

w GraphLabhttp:// graphlab.org

¢ Consistof a core C++ GraphLab API and a collection ofgeglormance machine learning and data mining
toolkits built on top of the GraphLab API.

http://memcached.org
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Big Data Processing with Hadoop Components

w Major components included in this
tutorial: User Applications

¢ MapReduce (Batch)
¢ HBase (Query) ‘

¢ HDFS (Storage)

¢ RPC (Inteprocess communication)
w UnderlyingHadoop Distributed File

System (HDFased by both i i i

MapReduce and HBase HDFS

w Model scales but high amount of Hadoop Common (RPC)
communication during intermediate
phases can be further optimized

MapReduce HBase

Hadoop Framework
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Memcached Architecture

w Distributed Caching Layer
¢ Allows to aggregate spare memory from multiple nodes

¢ General purpose
w Typically used to cache database queries, results of API calls
w Scalable model, but typical usage very network intensive
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DataManagement and Processiran Modern Clusters

w Substantial impact on designing and utilizdagamanagement and processing systems in multiple tiers

¢ Frontend data accessing arsgrving (Online)
w Memcached + DB (e.g. MySQtiBase

¢ Backend dataanalytics (Offline)
w HDFS, MapReduce, Spark

Front-end Tier

I Web
Server

Data Accessing
and Serving

Back-end Tier

N
N

[ Data Analytics Apps/Jobs

)
(o) o)
)

Memcached
+ DB (MySQL)

N
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Open Standard InfiniBand Networking Technology

w Introduced in Oct 2000

w High Performance Data Transfer
¢ Interprocessor communication and I/O

¢ Low latency (<1.0 microsec), High bandwidth (up to 12.5 GigaBytes/4€0Gbps), and
low CPU utilization ¢20%)

w Multiple Operations
¢ Send/Recv
¢ RDMA Read/Write

¢ Atomic Operations (very unique)

w high performance and scalable implementations of distributed locks, semaphores, collective
communication operations

w Leading to big changes in designing
¢ HPC clusters
¢ Hle systems
¢ Jdoud computing systems
¢ Gid computing systems
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How CarHPC Clusters with HigRerformancelnterconnect and Storage
ArchitecturesBenefitBig DataApplications?

Can HPC Clusters with

CanRDMAenabled How much
Can the bottlenecks be ;
alleviated with new high-performance e e e performancebenefits
designs byaking interconnects storagesystems (e.g. can be achieved

advantage oHPC

SSD, parallel file
technologie®

systems) benefit Big
Data applications?

benefit Big Data

through enhanced \
processil 1J ?
/

designs?

How to design
benchmarkdor
evaluating the

performance of Big

Data middleware on

HPC clusters?

What are the mayor”
bottlenecksin current Big
Data processing
middleware (e.g. Hadoop,
Spark, and Memcached)?

Bring HPC and Big Data processing into a
GO02YOPSNHEHSY G (NI 25
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Designing Communication and 1/O Libraries for Big Data Systems
Challenges

Programming Models
g (SOCLe%S) [ Other Protocols?]

Communication and I/O Library
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Can Big Data Processing Systems be Designed with-High
Performance Networks and Protocols?

Current Design Our Approach

Application Application

/
Sockets
! Verbs Interface

1/10/40/100 GigE
Network

w Sockets not designed for higierformance
¢ Stream semantics often mismatch for upper layers
¢ Zerocopy not available for neblocking sockets
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The HighPerformance Big Data (HIBD) Project

w RDMA for Apache Spark
w RDMAfor Apache Hadoop 2.x (RDM#adoop2.X)

¢ Plugins for Apache and HDP Hadoop distributions
@ RDMA for Apache Hadoop 1.x (RBMadoop Available for InfiniBand and RoCE

w RDMA for Memcached (RDMWAemcached
w OSU HiBiBenchmarks (OHB

¢ HDFS and Memcached Miebenchmarks
w http://hibd.cse.ohio-state.edu
w Users Base: 145 organizations fr&@ countries
w More than 14,900 downloads from the project site
W 2MA for Apache HBase and CDH (UDCOT\T&Lsed Co
e HiBD & %:?

A THE OHIO STATE

High-Performance
Big Data Laboratory UNIVERSITY
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Different Modes ofRDMAfor Apache Hadoop X

Job RDMA-enhanced MapReduce
Scheduler

Intermediate Data Dir

([ tocardiskssspron)  J([C twswe )

RDMA-enhanced HDFS

RDMA -
enhanced
RPC

In-memory Heterogeneous
(HHH-M) Storage (HHH)

w  HHH Heterogeneous storage devices with hybrid replication schemes are supported in this mode of operation to have betttefantie as well
as performance. This mode is enableddayault in the package.

w  HHHM: A highperformance inmemory based setup has been introduced in this package that can be utilized to perform all /0O opdration
memory and obtain as much performance benefit as possible.

w  HHHL With parallel file systems integrated, HHHHmode can take advantage of the Lustre available in the cluster.
w  MapReduceover Lustre, with/without local disks Besides, HDFS based solutiohis, packagealsoprovidessupport to run MapReduce jobs on tog
of Lustre alone. Here, two different modes are introduced: with local disks and withoutliskal

@  Runningwith Slurm and PBSSupports deploying RDMA for Apache Hadoop 2.x with Slurm and PBS in different running modes (HAHIHHH
L, and MapReduce over Lustre).
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Acceleration Case Studies aRdkrformancekEvaluation

w RDMAbased Designs and Performance Evaluation
¢ HDFS
¢ MapReduce

Spark

Memcached (Basic and Hybrid)
HDFS + Memcachdxhsed Burst Buffer
OSU HiBD Benchmarks (OHB)

N N N N
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Design Overview oHDFS wittRDMA

App”ia“"”s w Design Features
DS ¢ RDMAbased HDFS write
Others l Write rReDlM Abased HDFS
. plication
Java Sockednterface Java Native Interface (JNI)
v ¢ Parallel replication support
OSU Design _
i ¢ Ondemand connection
Verbs setup
1/10/40/100 GigE, IPoIB RDMA Capable Networks ¢ InfiniBand/RoCBupport
Network (IB, iWARP, RoCH ..

w Enables high performance RDMA communication, while supporting traditional socket interface
w JNILayer bridges Java basd®FS witltommunication library written in nativeode

N. S. Islam, M. W. Rahman, J. Jose, R. Rajachandrasekar, H. Wang, H. Subramoni, C. Murthy and D. K. Panda , High FrRBd#wBased Design of HDFS
over InfiniBand , Supercomputing (SC), Nov 2012
N. Islam, X. Lu, W. Rahman, and D. K. Panda-8DIRS: A SEE#ased Approach to Maximize Overlapping in RDMAhanced HDFS, HED4, June 2014
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Enhanced HDFS with-Memory and Heterogeneous Storage

w Design Features

Applications
¢ Three modes
Data Placement Policies | w In-Memory (HHHV)

w Lustrelntegrated (HHH.)

¢ Policies to efficiently utilize the heterogeneous
storage devices
w RAM, SSD, HDD, Lustre

Hybrid Replication Eviction/Promotion

Heterogeneous Storage L _
. ¢ Eviction/Promotion based on data usage

¢ Hybrid Replication

¢ Lustrelntegrated mode:

w Lustrebased fauktolerance

N. Islam, X. Luyl. W. RahmanD. Shankar, and. K.Panda, TripleH: A Hybrid Approach to Accelerate HDFS on HPC Clusters

GAOUK | SGSNRPIASyS2dza { (2N 3S ! NOKAGSOGdzNBYX // DNAR Qmp=X al
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DesignOverview ofMapReduce with RDMA

w Design Features

Applications
i ¢ RDMAbasedshuffle
MapReduce ¢ Prefetching and caching map output
o0 sk | [ Ge Effici tS?} ffleAl 'thg o
Tracker Tracker ' Reduce | S Iclen u gorithms
— ¢ In-memorymerge
Java Sock\et Interface JavaNative Interface (INI) ¢ Ondemand Shuffl@djustment
\ ¢ Advancedverlapping
. OSUDesign
v w map, shuffle, ananerge
Verbs w shuffle, merge, andeduce
\] .
RDMA Capable Networks ¢ Ondemand connection setup

(IB,iWARP, RoCE ..) .
¢ InfiniBand/RoCE support

w Enables high performance RDMA communication, while supporting traditional Sotkdéace
w JNI Layer bridges Java based MapReduce with communication library written incoakeve

M. W. RahmanX Lu,N. Slislam and D. K. Panda, HOMR: A Hybrid Approach to Exploit Maximum Overlapping in
MapReduce over High Performance InterconnedSS, June 2014
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Performance Benefitg§ RandomWriter & TeraGen in TAGSTampede

N
al
o

N
a
o

Reduced by 3x

2 IPoIB (FDR) O IPoIB (FDR) Reduced by 4x
© 200 ® 200
E £
= 150 = 150
5 S
£ 100 5 100
o 3]
L% 50 e — L% 50

; B . 5

80 100 120 80 100 120
Data Size (GB) Data Size (GB)
RandomWriter TeraGen

Cluster with 32 Nodes with a total of 128 maps

w RandomWriter w TeraGen
¢ 3-4ximprovement over IPolB ¢ 4-5ximprovement over IPolB
for 80-120 GB file size for 80-120 GB file size
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Performance Benefitg Sort & TeraSort in TAC&lampede

500 IPoiB (FDR) _m OSU-IB (FDR) 0 [PolB (FDR) ~ m OSU-IB (FDR
@ 700 +—————Reduced-by52% Pl Reduced by 44%
£ 600 E 400
§ igg é 300
3 300 3 200
L 200 +— g
) e . W 100 +———
0 T T 1 0 T T ]
80 100 120 80 100 120
Data Size (GB) Data Size (GB)
Cluster with 32 Nodes with a total of Cluster with 32 Nodes with a total of
128 maps and 57 reduces 128 maps and 64 reduces

w Sort with single HDD per node w TeraSort with single HDD per noc

¢ 40-52%improvement over IPolB ¢ 42-44%improvement over IPolB
for 80-120 GB data for 80-120 GB data
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Evaluationof HHH and HHHL. with Applications

1000 w HDFS mLustre mHHH-LReduced by 79%

g HDFSFDR) HHH(FDR)
.E
3 60.24 s 48.3s
n
Concurrent?naps per host
MR-MSPolyGraph CloudBurst
w MR-MSPolygraph on OSU RI witlw CloudBurst on TACC Stampede
1,000 maps ¢ With HHH 19%improvement ove

¢ HHHLreduces the execution time HDFS
by 79%over Lustre30%over HDFS
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Evaluation of MapReduce and Comparison with Tachyon
mHDFS mTachyon mHHH

200 Reduced by 47% 00 Reduced by 19%
— 180 =450
= 160 | 2400 -
£ 140 - 2350 |
— 120 L ¥ 300 -
5 100 5 250 -
5 80 5 200 -
O 60 - S 150 -
ai 40 - 25 100 -
20 - 50 -
0 - 0 -
8:50 16:100 32:200 8:50 16:100 32:200

ClusterSize: DatsBize (GB) ClusterSize: Datebize (GB)
w RandomWriter: 200GB on 32 Nodes on SDSC Gordon

¢ HHH reduces the execution time #y%over Tachyon56%over HDFS
w Sort:200GB on 32 Nodes on SO&don
¢ HHH reduces the execution time bg%over Tachyon31%over HDFS
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DesignOverview of Shuffle Strategies for MapReduce over Lustre

w Design Features

Map 1 Map 2 Map 3 ¢ Two shuffle approaches
_ _ _ w Lustre read based shuffle
\1: \1, \1, w RDMA based shuffle
Intermediate Data Directory ¢ Hybridshuffle algorithm to take benefit

from both shuffle approaches
¢ Dynamically adaptto the better

B_ = 3 =

Lustre shuffle approach for each shuffle
request based on profiling values for
‘1’ Lustre Read RDMA ‘1’ each Lustre read operation
Reduce 1 Reduce 2

¢ In-memory mergeandoverlappingof
different phases are kept similar to
reduce RDMAenhanced MapReduce design

In-memory In-memory
reduce
merge/sort merge/sort

M. W. RahmanX. Lu, NS. IslamR. Rajachandrasekar, arial K. Panda;igh Performance Design of YARN
MapReduce on Modern HPC Clusters with Lustre and RDMA, IPDPS, May 2015
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Performance Improvement of MapReduce over Lustre on TACC

Stampede
w Local disk is used as the intermediate data directory

1200

-
o
o
o

800

600

400

Job Execution Time (sec)

w For 500GB Sort in 64 nodes

200 +——

500
Reduced by 44%g s, -
76 400

IPoIB (FDR)
m OSU-IB (FDR)

=

D 200
g
5 150

0
2 100
. ~ 50
T T 1 0
300 500

Data Size (GB)

¢ 44%improvement over IPolB (FDR)

|PolB (FDR)m OSU-IB (FDR)Reduced by 48

£ 350 -
— 300 -
2 250 -

20 GB 40 GB 80 GB 160 GB 320 GB 640 GB

Cluster: 4 | Cluster: 8 | Cluster: 16| Cluster: 32| Cluster: 64| Cluster: 124

w For640GB Sort in 128 nodes

¢ 48%improvement over IPoIBDR)

M. W. RahmanX. Lu, NS. IslamR. Rajachandrasekar, arigl K. PandaMlapReduce over Lustre: Can RDMA

based Approach Benefit?, Ewufear, August 2014.
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CaseStudy- Performance Improvement of MapReduce over

Lustre on SDSGordon

w Lustre is used as the intermediate data directory

©
o
o

S 500 IPolB (QDR) Reduced by 34%
2 ®m OSU-Lustre-Read (QDR)
= OSU-RDMA-IB (QDR)
= 600 :
< 500 m OSU-Hybrid-1B (QDR)
3 400
Léu'é 300 -
g 200 -
= 100 -
O |

40 60 80
Data Size (GB)

w For 80GEBsortin 8 nodes
¢ 34%improvement over IPolB (QDR)

©
o
o

Reduced by 25%

o
o

o
o

o
o

o
(@)

o
o

Job Execution Time (sec)
o
o
|

I—\I\)w-b(oﬂm\lm
o

o
o
1

o
|

40 80
Data Size (GB)

w Forl20GBTeraSorin 16 nodes
¢ 25%improvement over IPolB (QDI

120
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Acceleration Case Studies aRdkrformancekEvaluation

w RDMAbased Designs and Performance Evaluation

C
C
C
C
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Memcached (Basic and Hybrid)
HDFS + Memcachdxhsed Burst Buffer
OSU HiBD Benchmarks (OHB)




Design Overview oSparkwith RDMA

w DesignFeatures
RDMA based shuffle
SEDAvased plugins

Dynamic connection
management and sharing

Nonblocking data transfer

Off-JVMheap buffer
management

¢ InfiniBandRoCE support

w Enables high performance RDMA communication, while supporting traditional socket interface

w JNI Layer bridges Scala based Spark with communication library written in native code

X. Lu, M. W. Rahman, N. Islam, D. Shankar, and D. K. Panda, Accelerating Spark with RDMA for Big Data Processing: Early
Experiences, Int'l Symposium on High Performance Interconnects (Hotl'14), August 2014
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