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The Ever Growing Demand for Higher Performance

2000 202020102005

ñRoadrunnerò

1st

2015

Terascale Petascale Exascale

Single-Core to Many-CoreSMP to Clusters

Performance Development

Co-Design

HW SW

APP

Hardware

Software

Application

The Interconnect is the Enabling Technology 
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Co-Design Architecture to Enable Exascale Performance 

CPU-Centric Co-Design

Limited to Main CPU Usage

Results in Performance Limitation

Creating Synergies

Enables Higher Performance and Scale
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The Intelligence is Moving to the Interconnect
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Breaking the Application Latency Wall

ÁToday: Network device latencies are on the order of 100 nanoseconds

ÁChallenge: Enabling the next order of magnitude improvement in application performance

ÁSolution: Creating synergies between software and hardware ïintelligent interconnect

Intelligent Interconnect Paves the Road to Exascale Performance
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Co-Design: Offloaded Technologies Target Application Characteristics

Programmability

RDMA GPUDirect Virtualization

Backward and Future Compatibility

Direct Communication

Applications (Innovations, Scalability, Performance) 

Software-Defined 

Network (SDN)

Co-Design Requires Intelligent Interconnect

Offloaded Technologies: Intelligent Interconnect
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The Road to Exascale ïCo-Design System Architecture
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Introducing Switch-IB 2 Worldôs First Smart Switch 
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Introducing Switch-IB 2 Worldôs First Smart Switch 

ÁThe world fastest switch with <90 nanosecond latency

Á36-ports, 100Gb/s per port, 7.2Tb/s throughput, 7.02 Billion messages/sec

ÁAdaptive Routing, Congestion control, support for multiple topologies 

Worldôs First Smart Switch

Build for Scalable Compute and Storage Infrastructures 

10X Higher Performance with The New Switch SHArP Technology
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SHArP (Scalable Hierarchical Aggregation Protocol) Technology

Delivering 10X Performance Improvement 

for MPI and SHMEM/PAGS Applications

Switch-IB 2 Enables the Switch Network to 

Operate as a Co-Processor

SHArP Enables Switch-IB 2 to Manage and 

Execute MPI Operations in the Network
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Scalable Hierarchical Aggregation Protocol

ÁReliable Scalable General Purpose Primitive, Applicable to Multiple Use-cases

ÅIn-network Tree based aggregation mechanism

ÅLarge number of groups

ÅMultiple simultaneous outstanding operations 

Accelerating HPC applications

ÁScalable High Performance Collective Offload

ÅBarrier, Reduce, All-Reduce, Broadcast

ÅSum, Min, Max, Min-loc, max-loc, OR, XOR, AND

ÅInteger and Floating-Point, 32 / 64 bit

ÁSignificantly reduce MPI collective runtime 

ÁIncrease CPU availability and efficiency 

ÁEnable communication and computation overlap

Accelerating MapReduce Applications

ÁPrevent the Incast Traffic Pattern


