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Global Perspective
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The Race Towards Exascale
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The Road to Exascale Computing

Multi-Core Co-DesignCluster
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Co-Design Architecture ïFrom Discrete to System Focused

Discrete Level System Level
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Exascale will be Enabled via Co-Design Architecture

Software ïHardware

Hardware ïHardware (e.g. GPU-Direct)  

Software ïSoftware (e.g. OpenUCX)

Industry ïUsers ïAcademia

Standard, Open Source, Eco-System

Programmable, Configurable, Innovative 
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Software-Hardware Co-Design? Example: Breaking the Latency Wall

ÅToday: Network devices are in 100ns latency today

ÅChallenge: How to enable the next order of magnitude performance improvement?

ÅSolution: Co-Design - mapping the communication frameworks on all active devices

ÅResult: reduce HPC communication frameworks latency by an order of magnitude

Co-Design Architecture Paves the Road to Exascale Performance
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The Future of Latency ïApplication Level

ÅMigrating complete operations from the software / CPU to the Network

ÅHardware ïSoftware co-design
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ÅThe road to Exascale requires order of magnitude performance improvements

ÅCo-Design architecture enables all active devices to become co-processors

The Road to Exascale ïCo-Design System Architecture

Mapping Communication Frameworks on All Active Devices
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Offloading

The Elements of the Co-Design Architecture

Flexibility

RDMA GPUDirect Programmability

Virtualization
Heterogeneous

System

Backward and future 

Compatibility

Direct Communications

Communication Frameworks (MPI, SHMEM/PGAS)

Applications (Innovations, Scalability, Performance) 

Software-Defined X

Offloading Technologies: In-Network Computing 

Co-Design Implementation Via Offloading Technologies
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Exascale Co-Design Collaboration

Collaborative Effort 

Industry, National Laboratories and Academia

The Next Generation 

HPC Software Framework
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What We Donôt Want to Achieve 
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Different Model - Co-Design Effort

ÅCo-design effort between national laboratories, academia, and industry

Applications: LAMMPS, NWCHEM, etc. 

Programming models: MPI, PGAS/Gasnet, etc.

Middleware: UCX

Driver and Hardware
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UCX Framework Mission

ÅCollaboration between industry, laboratories, and academia 

ÅCreate open-source production grade communication framework for HPC applications

ÅTo enable the highest performance through co-design of software-hardware interfaces

ÅTo unify industry - national laboratories - academia efforts

Performance oriented

Optimization for low-software overheads in 

communication path allows near native-level 

performance

Community driven

Collaboration between industry, laboratories, 

and academia

Production quality

Developed, maintained, tested, and used by 

industry and researcher community

API

Exposes broad semantics that target data 
centric and HPC programming models and 

applications

Research

The framework concepts and ideas are 

driven by research in academia, laboratories, 

and industry

Cross platform

Support for Infiniband, Cray, various shared 

memory (x86-64 and Power), GPUs

Co-design of Exascale Network APIs 


