
Data staging for in-situ processing and 

parallel IO/Coupling of HPC applications 

John Biddiscombe 

Jerome Soumagne 

3/14/2012 HPC Advisory Council 1 



Project/Funding 
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NextMuSE  
(http://nextmuse.cscs.ch) 

 
 
 

Next generation Multi-mechanics Simulation Environment 
 

European Communityôs Seventh Framework Programme  
(FP7/2007-2013) 

Information and Communication Technologies (ICT) 

 Small or medium-scale focused research project  - Specific Targeted 
Research Project (STREP) 

Future and Emerging Technologies Open Scheme (FET-Open) 

http://nextmuse.cscs.ch/


Project : Naval Partners : Particle Methods 
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Project : Mechanical heart valves 

Reynolds number @ 6000 

Design static since early 1980s 
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Project : TurboMachinery Partners 
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Requirements 

Á In-Situ Visualization 

ÁComputational Steering 

Á Two way exchange of potentially large data 
(simulation has no meshing capability) 

ÁMultiple codes/languages 

ÁScale solvers but still é 
ÁTreat Cluster/Supercomputer like workstation extension 

Constraints 

ÁPartners who are far away 

ÁPrincipally scientists as opposed to programmers 
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Ideal Solution 
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Parallel IO (c.f. Lustre) 
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All IO goes through OSS nodes 

HDF5 Parallel IO 

already looks like this; 

And we encourage 

HDF5 usage 
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DSM Implementation (à la Data-Staging) 
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IO Forwarding 

c.f. ADIOS etc 
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Loose Coupling : Configurations 


